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Abstract

Today many companies rely on third party applications and application services for (part of) their

information systems. When applications from different parties are used together, an integration problem

arises. Similarly, cross-organisational application integration requires the coordination of distributed

processing across several autonomous applications. In this paper, we describe an integration approach

based on an event-based coordination paradigm. Interaction is based on atomic units of interaction called
‘‘business events’’. Each business event mirrors some event in the real world that requires the coordination

of actions within a number of components. The coordination between applications is achieved by having

applications specify preconditions for business events. As a result, a business event becomes a small scale

contract between involved applications: each application can insert its own clauses into the contract by

specifying preconditions. Moreover, a formal method for contract analysis is proposed, to verify whether

the contract is free from contradictions and inconsistencies. Finally, in addition to its contracting

aspect, the event-based communication paradigm entails a dispatching and coordination mechanism, which

offers the additional advantage of a complete separation of the coordination aspects from the functionality
aspects. The paper discusses different alternative architectures for event-based coordination, with particular

emphasis on distributed, loosely coupled environments such as web services.
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1. Introduction

Today many companies rely on third party applications and application services for (part of)
their information systems. Additionally, the Internet and the web service technology enable cross-
organisational collaboration. Both intra-organisational and cross-organisational application
integration pose the challenging problem of creating an infrastructure supporting flexible, dis-
tributed, heterogeneous applications In this paper, we describe an integration approach based on
an event-based coordination mechanism. This approach is deliberately kept away from a tradi-
tional document based, flow-oriented approach where business processes are hard coded into the
application interaction architecture. Rather, interaction is based on atomic units of interaction
called ‘‘business events’’. Each business event mirrors some event in the real world that requires
the coordination of actions within a number of components. For a standalone application, these
components are the application’s own enterprise object types. For intra-enterprise application
integration and cross-organisational application integration, a business event models the con-
current processing of its associated actions in the involved autonomous applications.

The use of the event-based paradigm for application integration is not really new. However, the
major part of research on event-based architectures is devoted to the design of notification servers
and the development of event-service middleware. Little attention is paid to event-based con-
ceptual modelling nor to the definition of the semantics of event-based systems. More impor-
tantly, the notification in existing event-based systems is based on a pattern of ‘‘send and forget’’:
events are anonymous, producers are not necessarily aware of the fact that their state change is
observed and notified to event consumers. The possibility of return values is therefore inexistent
and not even considered in the majority of event-based architectures. Moreover, whenever more
than one consumer is subscribed to a certain event, existing event-based architectures assume that
these consumers are completely independent and unaware of one another. As a result, the notion
of ‘‘coordination’’ is completely absent in these architectures. It is precisely the aim of the research
proposed in this paper to fill these gaps: we focus on the conceptual design of component inte-
gration and coordination and demonstrate how the use of a process algebraic description of the
behavioural semantics allows to analyse coordination problems before-hand.

The remainder of the paper is organised as follows. Section 2 briefly introduces the concepts of
Object–Event table and sequence constraints that were borrowed from Merode as conceptual
modelling techniques for event-based coordination. Section 3 motivates the use of techniques that
were developed for strongly integrated LAN-based object-oriented applications for the modelling
of distributed applications composed of larger-grained components of services. Section 4 is the
main part of this paper. It demonstrates how the process algebraic formalisation of component
behaviour can be used to detect coordination conflicts. Section 5 outlines a number of possible
notification architectures that build upon the contract verification issues presented in Section 4.
Finally, Section 6 presents related work in the areas of event-based modelling, event-based
architecture and process algebra’s for multiparty interaction.

2. Business event-based design

The event-based interaction mechanism as proposed in this paper uses two techniques bor-
rowed from the object-oriented analysis and design methodology Merode [41,42], namely the
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object–event table and the sequence charts. Additionally, in Section 4, the Merode process algebra
[13] is used to analyse coordination problems. Merode is complementary to UML [32], in that it
offers a precise and computationally complete methodology. UML can then be used as a formalism

to capture the Merode specifications. Merode represents an information system through the
definition of business events, their effect on enterprise objects and the related business rules.
Although it follows an object-oriented approach, it does not purely rely on method invocation to
model interaction between enterprise object classes as in classical approaches to object-oriented
analysis. Instead, business events are identified as independent concepts, with an object–event table
defining which types of objects are affected by which types of events. For example, let us assume
that the domain model for an order handling system contains the four object types CUSTOMERCUSTOMER,
ORDERORDER, ORDER LINEORDER LINE and PRODUCTPRODUCT as depicted in the class diagram of Fig. 1.

Rather than modelling the dynamic aspects of the domain solely by equipping classes with
operations, Merode recognises the fact that many business activities involve simultaneous, coor-
dinated actions on several enterprise objects. For this reason, the dynamic aspects of the domain
are modelled by identifying atomic units of action, called business events, and by specifying which
objects are affected by which action by means of an object–event table. For the above example,
possible business event types are cr_customer, mod_customer, end_customer, cr_order, mod_order,
end_order, cancel_order, ship, invoice, pay, cr_orderline, mod_orderline, end_orderline, cr_product,
mod_product, end_product. The object–event table (see Table 1) shows which object types are
affected by which types of events and also indicates the type of involvement: C for creation, M for
modification and E for terminating an object’s life. For example, cr_orderline creates a new
occurrence of the class ORDERLINEORDERLINE, modifies an occurrence of the class PRODUCTPRODUCT because it
requires adjustment of the stock-level of the ordered product, modifies the state of the ORDERORDER to
which it belongs and modifies the state of the CUSTOMERCUSTOMER of the order. Full details of how to
construct such an object–event table and validate it against the data model and the behavioural
model (see below) are beyond the scope of this paper but can be found in [41,42].

Each object type has a method for each event type in which it may participate. Such method
implements the object’s state changes (i.e. changes to attribute values) as the consequence of an
event of the corresponding type.

In addition to the definition of a method-body, the enterprise objects are also able to put
constraints on the events in which they participate. These are based on preconditions put on the
corresponding event type by the object type. Special kinds of preconditions are event sequence

constraints that can be derived from a finite state machine associated with each object type. For
example when a customer orders a product, a new ORDERLINEORDERLINE is created by triggering the
cr_orderline business event. Examples of preconditions for cr_orderline specified by the partici-
pating business objects are:
Order Customer 

Orderline Product

1 
*1 *

* 1

Fig. 1. Domain model for an order handling system.



Table 1

Object–event table for the order handling system

Customer Order Orderline Product

cr_customer C

mod_customer M

end_customer E

cr_order M C

mod_order M M

end_order M E

cancel_order M E

ship M M

invoice M M

pay M M

cr_orderline M M C M

mod_orderline M M M M

end_orderline M M E M

cr_product C

mod_product M

end_product E
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• ORDERLINEORDERLINE. The order line should not already exist.
• CUSTOMERCUSTOMER. A customer is only allowed to order an additional product if the resulting total

price of his/her unpaid orders is not above a certain limit.
• PRODUCTPRODUCT. An order line can only be created if the stock for this product is sufficient.
• ORDERORDER. An order line can only be created for a given product if the order does not already

contain an order line for this product.

Sequence constraints can be modelled as part of the life-cycle of enterprise objects. Fig. 2 shows
the finite state machine of the ORDERORDER enterprise object. As long as it has not been shipped, an
order stays in state 1 (modifiable). At this stage it is still possible to modify the order by adding,
changing or deleting order lines. The ship event moves the order into state 2 (shipped). From then
on the order cannot be modified anymore. This means that the events mod_order, cr_orderline,
mod_orderline and end_orderline are no longer accepted for this order. The invoice event signals
that the order has been invoiced to the customer. Finally, the pay event signals the payment of the
cr_order 
1 

mod_order 
cr_orderline, 
mod_orderline, 
end_orderline 

4 
invoice end_order 

end_orderline 

2 
ship 

3 
pay 

cancel-order 

Fig. 2. State machine for an order object.



Event dispatcher 

Enterprise 
object 

Enterprise 
object 

Enterprise 
object 

… 

Event 
notification 

Query interface 

Attribute  
inspection 

User Interface

Input service Output service 

Event notification interface Interface layer  

Event layer  

Enterprise 
layer

Fig. 3. General architecture of a monolithic event-based application according to Merode.
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order. From there on, the order is ready for deletion. Cancelling an order is only possible in the
first state, meaning that the order should already exist but that it must not have been shipped yet.
The business events cr_orderline, mod_orderline, and end_orderline are also present in the finite
state machine of ORDERLINEORDERLINE, stating that an orderline object is first created, then becomes
modifiable, and finally is ended. In this way, the combined sequence constraints mimic the general
business processes.

Whenever an event actually occurs, it is notified to all involved enterprise objects. Only events
that satisfy the sequence constraints and other preconditions imposed by each individual object
are accepted and effectively processed. For example, assume a mod_orderline event that raises the
quantity of ordered goods. This event will need the approval of the involved ORDERLINEORDERLINE (exis-
tence check), the involved ORDERORDER (sequence constraint), the involved CUSTOMERCUSTOMER (check of
resulting total price against limit), and the involved PRODUCTPRODUCT (check of available stock). Only if
all four objects agree with the event, the corresponding object–event methods will be actually
invoked and executed.

The entirety of all enterprise objects and business events that together shape the business
process(es) is called the enterprise layer. The eventual information system is realised as a layer on
top of the enterprise layer, consisting of output and input services. Output services use attribute
inspections to query the enterprise objects and deliver the information to the user. Upon occur-
rence of a business event in the real world, input services collect input data from the user and
invoke the corresponding event to update the set of enterprise objects. The general architecture of
a system developed according to these Merode concepts is shown in Fig. 3.
3. Business event-based coordination

Although the Merode approach was initially developed for LAN-based monolithic applica-
tions, its concepts also suit the problem of application or component integration very well. The



INTRA component event dispatcher 

Enterprise 
object 

Enterprise 
object 

… 

Query interface 

Distributed component 

Event notification interface 

INTER component event dispatcher 

Event notification interface 

Enterprise 
object 

Enterprise 
object 

Enterprise 
object 

 
  

  

   
 

 
  

  

   

Attribute 
inspection 

Event 
notification 

Attribute 
inspection 

Event 
notification 

Fig. 4. Inter-component and intra-component event dispatching.
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latter calls for a distributed, loosely coupled environment, where the enterprise layer itself is
distributed among multiple components, applications or web services, possibly developed and
controlled by different authorities. Such components 1 are coarser grained than the actual
enterprise objects, as it would not be feasible for a company to publish individual interfaces to its
individual enterprise objects.

Hence in a component integration context, event-based interaction occurs at the level of
components; each such component is a black box to the outside world and may encapsulate
multiple internal enterprise objects. If a component’s internals are also conceived according to the
event paradigm (which is not a requirement), it has a similar layered structure: its ‘‘local’’
enterprise layer encompasses several enterprise objects, which incorporate the actual business
logic. The component offers a unified public interface to its (hidden) enterprise objects, which
supports two types of interaction: attribute inspection and event notification (see Fig. 4). Business
events are units of action that span one, two or more components and that provoke some pro-
cessing in each of them. An application–event table or component–event table allows defining which
application/component is involved in and needs to be notified of which type of business event. The
implementation architecture for the event table is similar to the widely used event-based archi-
tectures for event generation and notification [8,12,27]. The component or service that triggers the
event is an event producer; the components with marked participations are event consumers. The
broadcasting or notification of a business event to the subscribed event consumers is the task of a
so-called event dispatcher. The latter is responsible for broadcasting the event notification to all
1 We will use the generic term ‘‘component’’. Depending on the actual environment, this component may also be

genuine application or a web service.
a
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participating components, coordinates the responses (success or failure) and provides the trig-
gering component with feedback about the execution status. Upon notification by the event
dispatcher, the business event is processed internally by each component. If a component’s in-
ternals are also organised according to an event-based interaction mechanism, the event can be
further dispatched to the component’s constituent enterprise objects by means of a local object–
event table. This mechanism is presented in Fig. 4.

This approach is applicable both in situations where enterprises integrate their existing, inde-
pendently developed components and in situations where the respective partners in an extended
enterprise develop their components from a ‘‘unified’’ business model. In the latter case, the
unified business model identifies all enterprise objects, which are then aggregated into the
respective components. Determining which enterprise objects are to be encapsulated into which
component depends on multiple facets, such as the cardinalities of the relationships between the
enterprise objects, the types of mutual interactions (attribute inspections and event broadcasts)
but also e.g. on security considerations, especially in a web services context, where the compo-
nents are controlled by different authorities. The Merode methodology entails the concept of
existence dependency [41], which superimposes hierarchical structures 2 on object interrelation-
ships. This greatly facilitates the identification of groups of enterprise objects as candidate
components or web services. The latter is an important ongoing research issue, but is considered
beyond the scope of this paper.

The coordination between components is achieved by having components specify preconditions
for business events. As a result, a business event becomes a small scale contract between involved
components: each component can insert its own clauses into the contract by specifying precon-
ditions. Additionally, postconditions can be used to given a guarantee on the results. Obviously,
this interaction pattern easily accounts for changes in the number of components that need to be
notified of an event: it suffices to equip the event dispatcher with a subscription mechanism.
Whenever a component needs to be notified of a particular type of business events, it subscribes
with the appropriate event dispatcher to the corresponding event. When a component subscribes
to an event, it means that the corresponding cell is marked in the component–event table. Three
kinds of information are associated with such entry:

• The preconditions specify the conditions that needs to be satisfied (from the component’s point
of view) 3 in order to accept the execution of the event.

• The actions specify the services or methods that must be called in order to notify the compo-
nent of the occurrence of an event.

• The postconditions specify the guaranteed results.

When a component no longer needs to be notified of a particular type of event, it suffices to
remove the subscription by removing the marked cell from the component–event table.
2 Not to be confused with inheritance hierarchies.
3 For applications that also adopt the event-based approach for the interaction between their internal components,

the application level preconditions to an event can be derived as the combination of the preconditions imposed by the

application’s internal components that participate in the event.
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4. Analysing contracts

4.1. Contract management capabilities

The event paradigm presented in the previous sections is in the first place a composition
mechanism, which allows for the coordination of the respective components that together form a
more complex system. However, as discussed in this section the role of events as contracts between
the participating components can be an important element in service discovery as it allows
searching for components or services that are ‘‘compatible’’ process-wise.

Indeed, in contrast to existing event-based architectures for event observation and notification,
the business event-based coordination model proposed in this paper allows components to specify
constraints on the invocation of events. By considering each row in the component–event table,
we have an overview of the components involved in one event, and an overall view of all con-
straints imposed by the participants on this event. By comparing two or more columns we have an
overview of the set of common event types for two (or more) components. As each component can
define its own sequence constraints on the common (and own) event types, one has to check
whether components agree on the allowed sequences for the common event types. The analysis of
these constraints is an essential step in for example web service matching: it is of no use to find a
web service that performs the required task if the imposed constraints are in contradiction with
constraints imposed by other components involved in the same event.

The analysis of constraints can be defined as a task of the event dispatcher since the latter is the
only one to have a view on all components involved in an event. In order to define the contract
management capabilities of an event dispatcher, we first review the process algebra defining the
semantics of sequence constraints and parallel composition of components.

As explained previously, part of the constraints imposed on events are the result of sequence
constraints. Components specify sequence constraints by considering all the events that appear in
their column in the object–event table. This set of events is called the ‘‘alphabet’’ of a component.
Each component specifies allowable sequences of events from its point of view. This can either be
done by means of a regular expression or a finite state machine (FSM). 4 Finite state machines
explicitly identify the different states a component can be in, and use events as the triggers for
transitions from one state to the next (see Fig. 2). Regular expressions on the contrary, focus on
the allowed scenarios. With these techniques, the successive states of a component going through
a particular sequence of events are only modelled implicitly. From a mathematical point of view,
however, both techniques have equal expressive power: every FSM has an equivalent regular
expression and vice-versa [19]. Fig. 5 shows the equivalent regular expression for the finite state
machine of Fig. 2.

In order to explain contract management for sequence constraints, we need to include some
formal definitions of component behaviour. The definitions are inspired by the process algebra of
Merode, a presentation of which can be found in [13,43]. The Merode process algebra allows for
4 Notice that UML uses Harel Statecharts to define this type of constraints. However, the UML action semantics still

contain many open ends and proposals for full semantics are tremendously complex [1], far more complex than we

need. Additionally, the semantics of parallel composition of state charts is still unclear and does not allow for

multiparty interaction (interaction is limited to binary interaction).



ORDER = cr_order.(modify_order + cr_orderline + mod_orderline + end_orderline)* .
(ship.invoice. pay .(end_orderline)* .end_order  +  cancel_order) 

Fig. 5. Equivalent regular expression for the FSM of ORDERORDER.
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fixed gate-based multiparty interaction in a similar way as CSP [18] and ACP [4], but is more
oriented towards requirements level semantics and makes the type/instance distinction.

In this process algebra, each component is defined as a pair < a; e >, with a � A, A being the
universe of events, and e being a regular expression over A and such that the events appearing in e
are elements of its alphabet a. 5 The regular expression associated with a component defines the
set of scenario’s that will be accepted by this component. For example, the following sequences of
events are examples of scenarios that are accepted by ORDERORDER:

1. cr_order, cancel_order
2. cr_order, mod_order, cr_orderline, cancel_order
3. cr_order, cr_orderline, ship, invoice, pay, end_orderline, end_order
4. cr_order, mod_order, cr_orderline, cr_orderline, mod_orderline, ship, invoice, pay, end_

order 6

Suppose we have two components C ¼<a; e>, and C0 ¼<a0; e0>. The parallel composition of
C and C0 is a system the behaviour of which is denoted as C kC0. When C and C0 participate jointly
in some events (meaning that a \ a0 6¼ ;), the system C kC0 will only accept those scenario’s on
which both C and C0 agree. More formally, assume that LðCÞ and LðC0Þ denote the sets of sce-
narios defined by C and C0, respectively. Then
5 M
6 N

as the

the fin

precon

detail
LðC kC0Þ ¼ fs 2 ða [ a0Þ� j s n a 2 LðCÞ and s n a0 2 C0g

where ða [ a0Þ� denotes the set of all possible scenarios containing events from (a [ a0) and na is
the projection operator which drops all events that are not in a from the scenario s.

In a standalone or distributed but tightly integrated environment, the sequence constraints of
all object types of the conceptual model are developed in an integrated way, hence reducing the
risk of conflicts. In a distributed environment however, sequence constraints are developed in an
independent manner by multiple parties. The danger of conflicting sequence constraints is real.
Let us reconsider the ordering example in a web service context.

The supplier web service offers the possibility to order products. As shown in Fig. 6, the sup-
plier’s system keeps track of the products and all orders placed for products. Each order has a link
ore detailed definitions are given in Appendix A.

otice that in order for the system to behave fully correctly, there should be exactly as many end_orderline events

re were cr_orderline events in the life cycle of the order. This constraint can, however, not be enforced solely by

ite state machine. It must be enforced by means of an additional referential integrity constraint specified as

dition for the end_order event in the class ORDERORDER. This issue of so-called ‘‘consistent events’’ is discussed in

in [29].
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Fig. 6. Distributed components for an order handling system.
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Fig. 7. State machine for ORDERORDER from the supplier’s point of view.
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to the corresponding customer’s web service, but the supplier’s system does not manage the
customer information. The customer’s system keeps track of its own orders. For each order, the
customer’s system can keep only a stub with a link to the supplier’s web service, keep a cache of
important attributes of the order or mirror it completely.

Of more importance is the fact that each web service will specify sequence constraints on the
events it participates in, according to its local business process. For the sake of simplicity, we
assume that both web services use the same names for the events they share 7 and we omit the
non-shared events. Let us assume for example that the supplier’s business process demands that
payment is received before the goods are shipped. The sequence constraints on the order events as
specified by the supplier are given in Fig. 7. The customer sticks to the sequence constraints as
specified in Fig. 2.

Obviously, this customer will not be able to collaborate successfully with this supplier. The
parallel composition of the two finite state machines reveals that the only scenarios that will be
jointly accepted by the supplier’s business process and by the customer’s process are those that
end with cancel_order. This can be formalised by means of regular expressions. The behaviour of
the customer web service and the supplier web service can be defined as follows with respect to
their common events:

Customer_ORDER
¼<{cr_order, mod_order, cr_orderline, mod_orderline, end_orderline, ship, invoice, pay,
7 If this is not the case, a mediation broker could provide a mapping, based on ontological descriptions of the events.

This issue is, however, beyond the scope of this paper.
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end_orderline, end_order, cancel_order},
cr_order.(mod_order + cr_orderline +mod_orderline+ end_orderline)*.
(ship.invoice.pay.(end_orderline)*. end_order + cancel_order)>

Supplier_ORDER
¼<{cr_order, mod_order, cr_orderline, mod_orderline, end_orderline, ship, invoice, pay,
end_orderline, end_order, cancel_order},

cr_order.(mod_order + cr_orderline + mod_orderline+ end_orderline)*.
(invoice.pay.ship.(end_orderline)*. end_order + cancel_order)>

Calculating the parallel composition of these two components yields the following: 8

(Customer_ORDER) k (Supplier_ORDER)
¼<{cr_order, mod_order, cr_orderline, mod_orderline, end_orderline, ship, invoice, pay,
end_orderline, end_order, cancel_order},

cr_order.(mod_order + cr_orderline +mod_orderline+ end_orderline)*. cancel_order>

Although the resulting regular expression is not empty (which would have indicated a full
deadlock), the expression does not contain all the original events: the events ship, invoice and pay

are missing in the resulting regular expression. This indicates that shipping, invoicing and pay-
ment events will always be rejected by one of the two components because of conflicting sequence
constraints. Indeed, the customer will reject the payment event as long as there has been no
shipping and invoicing, whereas the supplier will reject the shipping as long as there has been no
payment. Obviously, no meaningful collaboration is possible.

The problem of incompatible constraints will be handled differently depending on the systems
development context. In a context of fixed partnerships between enterprises, contract analysis can
be done at design time. In this kind of situation, conflicting sequence constraints indicate
incompatible business processes of the partner companies. The most simple and realistic solution
is to resolve the conflicts at the business level by adapting the business processes and the con-
straints imposed by the components accordingly.

In the context of dynamic web service discovery, incompatible sequence constraints cannot be
resolved by modifying the web service and one will continue to search for another web service or
set of web services with compatible sequence constraints.

Finally, in a context of dynamic multiparty interaction, where components can (un)subscribe to
an event at any time, the calculation of parallel composition can be used by an event dispatcher to
manage the subscription policy. The same way of working can be used to manage system evo-
lution in one of the afore-mentioned contexts.

Suppose an event dispatcher e manages a set of events b ¼ fb1; b2; . . . ; bng � A. Initially, when
no component has subscribed to e, the accepted behaviour of e is any arbitrary sequence of events
from b. Formally: e ¼<b; b�>, with b� ¼ ðb1 þ b2 þ � � � þ bnÞ�. When a component C ¼<a; e>
subscribes to e, C will impose restrictions on the acceptable set of scenarios. Since C can be in-
volved in more events than those of b only, we use the projection C n b to retain in the definition
of C only those sequence constraints that pertain to the events in b. Hence, the new accepted
behaviour of e becomes <b; b�> kðC n bÞ, which is equal to C n b. After accepting the
8 The algorithm for calculating the parallel composition is given in Appendix A.
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subscription of C, the event dispatcher e will only accept scenarios that are acceptable for C, with
respect to the events in b. For every new component D that subscribes to e, the behaviour of D is
incrementally put in parallel with the current behaviour of e : enew ¼ eold kðD n bÞ. If eold kðD n bÞ is
different from D n b, this means that some of the scenarios of D will be refused by the event
dispatcher e. D can decide not to subscribe if eold kðD n bÞ differs too much from D n b. On the
other hand, eold kðD n bÞ might be different from eold which indicates that scenarios which were
accepted before the subscription of D will not be accepted any more. This might be a reason for
the event dispatcher e to refuse the subscription of D as this would reduce the interaction pos-
sibilities of the already subscribed components.

Rather than calculating the behaviour of an event dispatcher incrementally as components
subscribe to it, it is also possible to define the behaviour of the dispatcher in advance at design
time. In such a scheme, a component would then only be able to subscribe with an event dis-
patcher if its own behaviour definition is not in conflict with the definition of the event dispatcher.

4.2. Distributed versus centralised contract management

In event-based architectures, it is common to implement an event dispatcher in either a cen-
tralised or a distributed way [27]. The choice for centralised versus distributed event handling is an
architectural choice which has a.o. performance implications. This choice also has a significant
impact on the contract management capabilities. Two extremes can be considered: a fully dis-
tributed set-up where each event dispatcher takes care of a single event, and a centralised set-up
where a single event dispatcher manages all events. In the first case, contract management will be
limited to checking preconditions for a single event. In the second case, however, more sophis-
ticated contract management as described in the previous paragraph becomes possible.

From a deadlock detection point of view, a centralised event dispatcher having all events of the
universe in its alphabet b is the best solution. Indeed, freedom of deadlock can only be guaranteed
if b covers the set of common events for every pair of components subscribed to e. 9 As illustrated
in the next example, the distribution of events over multiple event dispatchers can lead to situ-
ations were conflicts are not detected. Suppose for example that in the ordering example, shipping
is delegated to a Courier web service and that payment will be checked by a Bank web service. A
confirm event is added to signal that an order is ready for further processing. A partial compo-
nent–event table is given in Table 2.

Let us assume that the part of the behaviour of the four services pertaining to these four events
is as follows:

CUSTOMERCUSTOMERnfconfirm; ship; invoice; payg ¼ <f. . .g; confirm:ship:invoice:pay>
SUPPLIERSUPPLIERnfconfirm; ship; invoice;payg ¼ <f. . .g; confirm:invoice:pay:ship>
BANKBANKnfconfirm; ship; invoice; payg ¼ <f. . .g; invoice:pay>
COURIERCOURIERnfconfirm; ship; invoice; payg ¼ <f. . .g; confirm:ship>
9 This is a consequence of Theorem 3.4 in [43, p. 44]: ð< a; e > k < a0; e0 >Þ n b ¼ ð< a; e > nbÞkð< a0; e0 > nbÞ only
if a \ a0 � b. The reverse is not true.



Table 2

Partial component–event table for an order handling system consisting of customer, supplier, courier and bank web

services

Customer Supplier Courier Bank

. . .
confirm M M M

ship M M M

invoice M M M

pay M M M

. . .
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Suppose that we have two event dispatchers e and e0 which handle respectively the events
b ¼ fconfirm; shipg and b0 ¼ finvoice; payg. Customer and Supplier subscribe to both event
dispatchers, whereas Courier only subscribes to the first event dispatcher e, and Bank subscribes
to e0. Contract analysis will not reveal the problem. Indeed:

ekðcustomer n bÞkðsupplier n bÞkðcourier n bÞ
¼<b; confirm:ship>
¼ ðcustomer n bÞ
¼ ðsupplier n bÞ
¼ ðcourier n bÞ
Similarly
e0 k ðcustomer n b0Þ k ðsupplier n b0Þ k ðbank n b0Þ
¼<b0; invoice:pay>
¼ ðcustomer n b0Þ
¼ ðsupplier n b0Þ
¼ ðbank n b0Þ

In contrast, an event dispatcher e00 ¼<b00;b00�> that handles all four events will reveal the
problem:

e00 k ðcustomer n b00Þ k ðsupplier n b00Þ k ðcourier n b00Þ
¼<b00; 0>

whereby 0 stands for the deadlock event.
Although a centralised event dispatcher responsible for all known types of events would resolve

this problem, it can rapidly become a bottleneck as the number of components it has to serve
grows. This becomes even worse when components are distributed over the Internet [8]. In
addition, in a situation where components are developed independently and new events are added
during the system’s lifecycle (such as in a B2B web services context), the development of a cen-
tralised event dispatcher is quite impossible. As a result, event dispatching is most likely in itself a
distributed activity and the distribution of events across multiple event dispatchers must be
carefully analysed in order to maximise the confidence in the overall system. A possible solution
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that makes a trade-off between the advantages of a centralised dispatcher and those of a dis-
tributed dispatcher is to let a centralised event dispatcher handle the subscription, but to delegate
the notification to distributed event handlers. Also, as briefly outlined in Section 3, the concept of
existence dependency allows to identify groups of enterprise objects and provides guidelines on
how to identify the best partitioning of event types over event dispatchers. This research is still
ongoing and beyond the scope of this paper.
5. Architectures for event dispatchers

As existing event-based systems do not offer coordination capabilities, their architecture is
mainly guided by the subscription and notification mechanisms. As explained in [27], different
implementations can be used to realise a same conceptual event model. In the remainder of this
section, we propose different architectures for implementing the coordination aspects. As con-
straint checking is tightly linked to the notification aspect, each of the proposed architectures
implies particular choices for the organisational dimension of the event service [27].

According to the principles of programming by contract [28], preconditions represent an
obligation for those components that wish to trigger the execution of an event. As a result, dif-
ferent implementations for the coordination task of an event dispatcher can be defined. Although
the possible implementation architectures for the coordination mechanism are a topic of ongoing
research, this paper already proposes three broad categories. Far from claiming exhaustiveness,
some significant pros and contras are discussed for each.

A straightforward implementation of programming by contract locates precondition checking
in the event dispatcher. 10 In this first type of architecture, the event dispatcher needs to know
about the preconditions imposed by each application or component on a particular event. Upon
invocation of an event by an input service or other component (step 1 in Fig. 8), 11 the event
dispatcher first checks whether all preconditions are satisfied by accessing the components
through their query interfaces (step 2). If this is the case, the event is dispatched to the partici-
pating components by invoking their respective event notification interfaces (step 3). Each of these
executes the corresponding method and possibly dispatches the event internally if the application
or component is developed in an event-based manner (step 4). Whenever some precondition is not
satisfied, the event is not dispatched and the invoking component is notified accordingly.

Although testing the preconditions is in principle the responsibility of the client of a service, one
can also develop architectures where the testing of the preconditions resides within the component
delivering the service. This can be done in two ways, leading to a second and third type of
architecture. In the second type of architecture, the testing of the precondition is separated from
the event handling method of the component, meaning that every participant to an event has two
methods for each event: one ‘‘check_event’’ method to test the preconditions and one ‘‘do_event’’
10 The preconditions include the sequence constraints. The transition function of a state machine is a mapping

(state· event)fi state, which easily allows to implement it for each event as a precondition on a state-variable value.
11 Notice that each arrow in this figure represents a service invocation which might include a return value being

passed to the invoking component. The latter is however implicit and not represented as an additional arrow in the

opposite direction.
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method to call the actions required to react to the event. In this architecture (shown in Fig. 9),
upon invocation of an event (1), the event dispatcher will first broadcast a ‘‘check_event’’ to all
participants (2). Internally, the check_event request can be further delegated to the participating
enterprise objects (3). Only if all participants respond positively to the request, the event dis-
patcher will broadcast the ‘‘do_event’’ request to the participants (4), which is again further
dispatched internally (5). If one of the participants responds negatively to the precondition check,
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the invoking component is notified accordingly. This architecture is somewhat similar to a dis-
tributed two-phase commit protocol.

In the third type of architecture (Fig. 10), upon notification of an event (1) the event dispatcher
simply broadcasts the event to all participants (2). Each participant checks its local preconditions
and broadcasts the event to its local components using the local object–event table (3). In case one
of the preconditions is violated, the event dispatcher is notified upon which it will request a
rollback of the transaction to all participants.

These three architectures have different strengths and weaknesses with regard to performance
and the distribution of components. The first architecture, where precondition checking is located
in the event dispatcher is the most efficient one: precondition checking is centralised and the
respective components are only notified of events that do not violate any preconditions. In this
way, the risk of a costly global rollback is avoided in case some precondition is not met in one of
the participating components. The second architecture implies distributed precondition checking,
but still avoids the necessity of rollbacks, 12 whereas the third architecture implies distributed
precondition checking and will require a rollback if a precondition is not met.

As mentioned before, centralised precondition checking by the event dispatcher will however be
difficult to realise in a strongly distributed environment. Especially in a situation where compo-
nents are developed independently, e.g. in a B2B web services context, the enforcement of pre-
conditions may to a certain extent be encapsulated and hidden from the outside world. For
example, a supplier web service may not want to reveal the implementation of the precondition
that checks a customer’s credit worthiness before shipping an order. As a consequence, the pre-
condition should be checked locally in the supplier web service, not at the level of the central event
dispatcher. The latter should only be notified of whether or not the precondition was violated.
12 At least it avoids the necessity of rollbacks caused by failed events. An underlying transaction management

mechanism might still use rollbacks to enforce transaction atomicity at the database level.
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Therefore, in a strongly distributed environment, distributed precondition checking is much
easier to realise. In that case, there is still the choice between precondition checking prior to method
invocation (the second type of architecture) and event dispatching without prior precondition
checking (the third type of architecture). The former will require a lockingmechanism to ensure data
consistency in the time interval between the precondition check and the actual processing of the
event, which may put a burden on performance. The latter architecture simply tries to resolve
precondition violations by inducing a rollback on all participating components after they had al-
ready processed the event. Whereas a rollback may be a costly operation in terms of performance,
the latter may still be the most efficient approach in the case where the number of events for which
some precondition is violated is much smaller than the number of ‘‘succeeded’’ events. Furthermore,
in more advanced implementations, the components or the event dispatcher may be equipped with
the intelligence to induce so-called compensating actions if an event partially fails, instead of
inducing a costly global rollback. For instance, if the precondition order quantity6 inventory is
violated for a certain order line, the PRODUCTPRODUCT object where the precondition was violated may try
to induce a preliminary refill_stock event, instead of inducing a rollback of the entire transaction.

Regardless the actual architecture, it is of utter importance that it is not limited to event

notification, but that the atomicity of an event is enforced among all participating components.
For that purpose a transaction management mechanism is to be used underneath, e.g. in a web
services context this could be WS-Transaction [7] or BTP [9]. The transaction management
mechanism enforces the all-or-nothing aspect of events. The latter is key to the coordination
mechanism presented in this paper: the participating components are not only notified as in
traditional event-based systems [8,12,17,21,27], but each event is indeed an atomic unit of work
that is either accepted and processed in all components, either it is rejected and no action is taken
in any component at all. All participating components may enforce constraints that together
determine the composite system’s behaviour.
6. Related work

The business event-based coordination model presented in this paper (or BECO model for
short) spans different areas of research. As we concentrate on the modelling and design level, the
BECO model is related to event-based requirements engineering methods. Also, the event-based
paradigm has become an emerging architectural concept for the realisation of many different types
of systems [3,12,27,38]. This has resulted in the definition of many different types of event gen-
eration, observation and notification systems. Furthermore, event-based coordination can be
formalised by process algebras supporting multiparty interaction. The next paragraphs review
related research in these three areas.

6.1. Event-based conceptual modelling

Although the majority of event-based systems are in the area of architectures for distributed
systems, a few requirements engineering methods can be characterised as event-based as well. The
BECOmodel is mainly influenced by the ideas of Merode. AlthoughMerode is and object-oriented
development method, it recognises events as independent concepts, not subordinated to objects. But
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also OOSSADM [36], Syntropy [11], Catalysis [15] and Remora [37] are examples of requirements
engineering or analysis and design methods with a strong emphasis on events. OOSSADM, Syn-
tropy and Catalysis deal with events in a rather informal way. Remora on the contrary, deals very
explicitly with events and is supported by a formal model. In Remora, a c-event represents the class
of events that ascertain only one type of state change of objects corresponding to the same c-object.
As a result, a c-event belongs to exactly one c-object (¼ class). As a result Remora allows for a one-
to-many communication paradigm, but not explicitly for many-to-many communication. This is a
major difference between the BECO model and Remora: in the BECO model an event type (�c-
event in Remora) is not attached to a single object type (�c-object in Remora); an event type is
defined as an atomic unit of behaviour that can be invoked bymany parties and that may require the
coordinated participation of many objects.

6.2. Design and architectures of notification services

Beyond the area of requirements modelling, the event-based architecture is a basic architectural
pattern that has been used for the realisation of a wide range of systems [40]. The basic idea of an
event-based architecture is a structure of event generation, observation and notification: on the
one hand there are events that are produced by producing entities and on the other hand there are
consuming entities that wish to be notified of the occurrence of the events they are interested in.
The event architecture defines the ways to produce or observe events and to notify consumers of
event occurrences. The notification is usually the responsibility of a connector (called an event
service, an event dispatcher or a bus) and it is hidden to the component that generated the event
[8]. The notion of event captures the concept of an autonomous asynchronous occurrence. Some
architectures also allow consumers to be notified of composed events or of event patterns rather
than of single events only [12]. Additionally, events can be broadly categorised as operation-
triggered, explicitly-posted and timer events [31].

For event-based programming systems a distinction can be made between the event-model and
the event service dimension, the first presenting the component view and the latter defining the
implementation paradigm [27]. Likewise, the MDA of the OMG [33] makes a difference between
platform independent models (PIMs) and platform specific models (PSMs). The BECO model is
an example of an implicit event model as consuming entities subscribe to an event type rather than
at another entity or at a particular mediator [27]. The architectures presented in Section 4 are
examples of distributed-collocated event services with multiple centralised intermediates [27].

Despite the many similarities with existing event-based architectures, there are some substantial
differences as well. Many event-based architectures represent a one to many communication par-
adigm: an event is produced by or observed from one entity and notified to many interested parties.
When an event is defined as a property of one object (e.g. a change in attribute or a tick of a clock/
timer-object) it can only be produced by this one component. 13 As a result, it is sent from one object
13 Rosenblum [38] defines an event as ‘‘the instantaneous effect of the (normal or abnormal) termination of an

invocation of an operation on a object and it occurs at that object’s location’’. In Remora [37] an event ascertains a state

change of one object. Fiege [17] defines an event as ‘‘any transient occurrence of a happening of interest, i.e., a state

change in some component. The affected component issues a notification that describes the event.’’ Yeast [21] defines a

primitive event ‘‘as a change in the value of an attribute of an object belonging to some class’’. In CORBA [34], an event

is simply a message that one object communicates to another.
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to many interested parties. In contrast, the BECO model is a many to many communication par-
adigm: an event can be invoked by multiple parties; an event is not the result of the observation of a
state change in one object.

However, the major difference between the BECO model and existing event-based architectures
lies in the aspect of coordination. In these existing approaches, when multiple consumers are
notified of an event occurrence, it is assumed that these consumers will act independently from
each other and that no response to the event producer is required. The presentation of JEDI in
[12] mentions the issue of the need for a return value in some cases, but no actual solution is
presented. In the BECO model, the invoking component can receive feedback on the execution
status of the coordinated action associated with the triggered event. Moreover, in addition to the
possibility of providing the event producer with a return value, the responses of the event con-
sumers need to be coordinated (either all consumers execute the corresponding action successfully
or all the action associated to the event are rolled back). Likewise, the event-based coordination
architecture allows event consumers to impose constraints on the invocation of events. This
feature is not present in the afore-mentioned event-based architectures.

Another major difference with existing event-based architectures is that in the BECO model a
distinction is made between the class and its instances. In many event-based architectures, indi-
vidual object instances will subscribe to events. In contrast, in event-based coordination sub-
scription to event types is at class level but notification is at instance level. More particularly,
although it is a class that subscribes to an event type, an event occurrence will be notified to a
single occurrence of the subscribed consumer class, rather than to all occurrences of the consumer
class (e.g. a ship event will be notified to one particular customer service). As a result, the notifying
instance should provide the necessary information for identifying the required consumer in-
stances. Hence, the interaction cannot be anonymous [27].

Finally, a difference can be noted on the level at which the concept ‘‘event’’ is considered. In
most event-based architectures, an event can be defined as an information system event, such as for
example the update of a file or the tick of a clock. In our approach, we only consider business

events. Similarly, we only consider interaction between software components whereas in Yeast
[21] for example, event notifications are delivered to human beings.

6.3. Process algebras for event systems: multiparty interaction and distributed systems

Although the event-based architecture has been used to implement a variety of systems, to our
knowledge, none of them specify the semantics of event notification by means of a formal model
(e.g. by means of process algebra). The formal semantics of the BECO model are defined by
means of a CSP-like process algebra. Within the framework proposed by Joung [20], our process
algebra can best be characterized as gate-based multiparty interaction, with conjunctive paral-
lelism. In the current formalisation the set of participants is fixed, but it is our intent to research
the possibility to have a variable set of participants by formalising the semantics of the sub-
scription mechanism as well.

A major difference between the process algebra for the BECO model and existing process
algebras stem from the fact that the BECO model follows the major principles of the object-
oriented model and hence makes a distinction between the type level and the instance level, uses
identifier addressing, and encapsulates data and behaviour into the class definition. Most process
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algebras on the contrary are instance level models, 14 use channel addressing and separate data
from behaviour.

As a result of these differences, many problems and solutions of existing process algebras have
to be reconsidered in the context of the BECO model. As an example, because of the Class/In-
stance distinction and the possibility of creating and destroying instances in a class, the issues of
deadlock and starvation are very different than in a process algebra such as CSP. 15 The BECO
model addresses part of the problem of deadlock by verifying the components for possible con-
tradicting constraints before-hand (¼ at subscription time). The fairness and starvation problem
is more difficult to handle as we cannot influence the timing of event invocation. In a first time,
fairness and starvation will be beyond the scope of our research.

More recently, the event-paradigm has also been used in a Web-service context [23,31]. This
research focuses on operation-triggered events which are posted before or after the invocation of a
specific operation. BECO focuses on explicitly-posted events, leading to the coordinated invo-
cation of multiple operations. BECO also differs from the Event–Condition–Action framework
[23] in that it is the posting of the event that is subject to constraints and not the triggered action.
7. Conclusions and further research

This paper presented an event-based interaction mechanism between components and/or
applications, with events playing the role of contracts, into which each participating component is
able to insert its own preconditions. This mechanism allows the coordination of simultaneous
actions in these components, to which the events are broadcast in parallel. Only if preconditions
are satisfied in all components, each component responds to the event by executing a method that
updates its state. In this way, events trigger a distributed transaction over the participating
components. As illustrated in Fig. 4, this mechanism can be applied recursively, with a complex
component propagating an event notification to its own constituent components. A component’s
preconditions to an event consist of the combined preconditions in its own components and its
reaction to the event consists of the combined method executions in its respective components.

Since multiple parties are allowed to impose constraints on the same event by means of pre-
conditions, the preconditions should be investigated for contradictions and inconsistencies. This
kind of verification requires a formal approach to requirements and specification. Although UML
has become a de facto standard notation for specifications, it lacks precise and formal semantics.
The need for formal underpinning of UML has long been recognised and significant advances
have been made [16,22,35,39]. Many of these efforts are, however, limited to the isolated definition
of a single modelling notation [5,16]. Although some advances have been made towards a more
formal underpinning of the behavioural aspects of a system specified with UML [6,10,24], none of
the approaches is currently able to calculate and analyse the system behaviour, starting from the
14 In an instance model, the description of the Dining Philosophers counts exactly five philosophers and five forks

[14]. A class-level model would define this as a system of two collaborating classes ‘‘philosopher’’ and ‘‘fork’’ of which

instances can dynamically be added to and removed from the system.
15 In the class-level version of the Dining Philosophers, a deadlock situation of five philosophers holding each one

fork can be resolved by creating a sixth fork.
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behavioural descriptions of the individual components. It is exactly to achieve this type of veri-
fication of global system behaviour that Merode has introduced the notion of events. In its current
incarnation, Merode already allows for verifying contracts with respect to those constraints that
relate to sequencing of events [13]. At the component level, the allowed sequences of business
events can be documented by means of a finite state machine. This allows calculating the overall
system behaviour and identifying problems such as deadlock and starvation. In this way, it be-
comes possible to check whether a set of components is able to cooperate, i.e. whether a scenario
of consecutive events exists that results in a successful conclusion of a business transaction. The
latter is also applicable to service discovery, i.e. to search for services that are compatible from a
business process point of view. Further research will investigate how other types of preconditions
(such as e.g. domain constraints on attributes or parameter values) can be included in the veri-
fication of the contracts.

A current limitation is that the event sequence constraints only represent control dependencies
between the component’s activities. There is no direct construct for modelling data dependencies. An
example of the latter could be the requirement that an invoice event is only allowed after some
total_price attribute has been assigned a value. In the current incarnation, data dependencies are to
be modelled indirectly, through sequence constraints that enforce events that assign a value to a
certain attribute to occur before events that require inspection of this attribute as part of their
processing. Note that this issue has not been completely resolved in languages such as BPEL4WS
[46] either.

In addition to its contracting aspect, the event-based broadcasting paradigm offers the addi-
tional advantage of a complete separation of the coordination aspects from the functionality
aspects. The responsibility for the coordination resides completely within the event dispatcher,
whereas the functionality part resides within the participating applications or components.

Although a number of implementation frameworks exist for event observation and notification
[3,12,17,21,27], most of these do not completely suit the needs of the event-based coordination
paradigm described in this paper. The event model of these frameworks mostly associates events
with a single invoker. Additionally, these types of frameworks are not concerned with the
semantics of events nor with their potential role as contract between components. As a result,
ongoing research focuses on the ways to implement an event-based coordination mechanism and
an event dispatcher for different types of environments, e.g. standalone or distributed, tightly
coupled or loosely coupled etc. This paper already presented three basic types of architectures. An
example of a fully operational standalone implementation as the result of an application inte-
gration project is discussed in [25]. A prototype architecture also exists for the particular situation
of an inter-enterprise web services environment [26].

The latter publication also reveals another apparent advantage of the event-based approach,
which was not emphasised in this paper: the fact that event propagation is a dispatchingmechanism
offers substantial advantages in terms of choreography definition and transaction management.
Indeed, it is a many-to-many interaction mechanism, which allows modelling a single business
event as resulting in multiple simultaneous updates in multiple components. The latter is much
easier to describe and coordinate than the myriad of message exchanges that could make out a
single business transaction in a pure one-to-one method invocation approach. The specification of
a business process is only concerned with the appropriate consecution of events, not with the more
complex consecution of underlying message exchanges that take care of event notification.
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Moreover, with an event-based approach, a firm distinction can be made between operations that
‘‘read from’’ attributes in another application or component and operations that ‘‘write to’’
attributes in another application or component. These types of operations are intertwined when a
generic method invocation approach is used. However, in an event-based approach, the clear
distinction between attribute inspections (which only ‘‘read from’’ attributes and do not entail state
changes) and business events (which ‘‘write to’’ attributes and do entail state changes) allows for
focusing on only the latter with respect to choreography and transaction management.

A last topic of ongoing and future research, especially relevant in a web services context, is the
concept of dynamic service discovery and invocation. For that purpose, a web service description
should not be restricted to its WSDL [45] interface definition, i.e. which methods can be called, but
should also reveal the sequence in which these methods have to be called to successfully accomplish a
business transaction. Multiple languages already exist for that purpose, e.g. XLang [44], BPEL4WS
[46], BPML [2], etc., but the event-based approach stands out in that it allows verifying whether a
successful scenario exists over a group of services, each with its own preconditions. As already
discussed in Section 5, a further enhancement is to allow for negotiation, alternative scenarios and
compensating actions if an event fails because of a precondition violation in one of the participating
services. Again, in comparison to a pure one-to-one interaction mechanism, the concept of event-
based coordination and events being conceived as contracts between multiple parties appears
favourable in the development of algorithms for mediation and compensating actions.
Appendix A. Formal definition of regular expressions, regular languages and parallel composition

Let A be the universe of business event types. Two special event types are defined: the ‘‘do
nothing’’ event type denoted by the symbol 1 and the deadlock event type denoted by the symbol
0. Regular expressions over A are built by means of the operators ‘+’ (choice), ‘�’ (sequence) and
‘�’ (iteration). RðAÞ is the set of regular expressions over A and is defined as follows:

0; 1 2 RðAÞ
8a 2 A : a 2 RðAÞ
8e; e0 2 RðAÞ : eþ e0 2 RðAÞ; e � e0 2 RðAÞ; ðeÞ� 2 RðAÞ

The operators satisfy the following laws:

(1) 0þ e ¼ e,
(2) eþ e ¼ e,
(3) eþ e0 ¼ e0 þ e,
(4) eþ ðe0 þ e00Þ ¼ ðeþ e0Þ þ e00,
(5) 1 � e ¼ e ¼ e � 1,
(6) 0 � e ¼ 0 ¼ e � 0,
(7) e � ðe0 � e00Þ ¼ ðe � e0Þ � e00,
(8) e � ðe0 þ e00Þ ¼ e � e0 þ e � e00,
(9) ðeþ e0Þ � e00 ¼ e � e00 þ e0 � e00,

(10) e� ¼ 1þ eþ e � eþ e � e � eþ e � e � e � eþ � � �.
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Laws (6) and (8) are somewhat unusual compared to other process algebras such as CSP [18],
CCS [30] and ACP [4]. As to law (6), a process 0 � e is a process that first is in deadlock and then
behaves as e. Obviously, deadlock is an absorbing state for a process and thus can never be
followed by any action. Therefore 0 � e ¼ 0. The expression e � 0 describes a process that first
behaves like e and then deadlocks. At least this process can undertake some meaningful actions
and therefore most process algebras define that e � 0 6¼ 0. This way of working is for example
mandatory when the process algebra is used to study the behaviour of an implementation.
However, when specifying business processes, we are only interested in correct behaviour, this is,
processes and systems that behave correctly up to the end of their lives and never deadlock. At the
business specification level, e � 0 is just as ‘‘bad’’ as 0 and therefore in Merode e � 0 ¼ 0. A more
thorough motivation of the laws (6) and (8) can be found in [13,43].

A scenario over A is a sequence of events of A. The set of all possible scenarios over A is denoted
as A�. The set of scenarios defined by a regular expression e from RðAÞ is called the regular
language defined by e and is denoted LðeÞ.

A� is the set of scenarios over A and is recursively defined as follows:

1 2 A�

8a 2 A : a 2 A�

Let s; t 2 A�, then s ^ t 2 A�

Catenation ‘^’ satisfies the following properties:

8s 2 A� : 1 ^ s ¼ s ¼ s ^ 1
8s; t; u 2 A : s ^ ðt ^ uÞ ¼ ðs ^ tÞ ^ u

The regular language defined by the regular expression is defined by

Lð0Þ ¼ ;
Lð1Þ ¼ f1g
8a 2 E : LðaÞ ¼ fag

8e; e0 2 RðEÞ:

Lðe � e0Þ ¼ LðeÞ � Lðe0Þ
Lðeþ e0Þ ¼ LðeÞ [ Lðe0Þ
Lðe�Þ ¼ LðeÞ�

where LðeÞ � Lðe0Þ ¼ fs ^ t j s 2 LðeÞ and t 2 Lðe0Þg and Lðe�Þ ¼ f1g [ LðeÞ [ LðeÞ � LðeÞ [
LðeÞ � LðeÞ � LðeÞ [ . . .

The projection operator nb with b � A replaces events that are not in b with 1 both in indi-
vidual scenarios and regular expressions:

0 n b ¼ 0
1 n b ¼ 1
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8a 2 A : ða 2 b () a n b ¼ aÞ and ða 62 b () a n b ¼ 1Þ
8s; t 2 A� : ðs ^ tÞ n b ¼ ðs n bÞ ^ ðt n bÞ
8e; e0 2 RðAÞ : ðeþ e0Þ n b ¼ ðe n bÞ þ ðe0 n bÞ; ðe � e0Þ n b ¼ ðe n bÞ:ðe0 n bÞ; ðe�Þ n b ¼ ðe n bÞ�

The parallel composition operator k lets object types synchronise on common event types. An
object type (or component) is defined as a tuple < a; e >, with a � A and e 2 RðAÞ, such that
e n a ¼ e.

Let <a; e> and <a0; e0> be two object types then
<a; e> k <a0; e0>¼<a [ a0; e00> with e00 2 RðAÞ such that

Lðe00Þ ¼ fs 2 ða [ a0Þ� k s n a 2 LðeÞ and s n a0 2 Lðe0Þg
The calculation of the parallel composition of two regular expression is done by means of finite
state machines. The algorithms for transforming a regular expression into an equivalent finite
state machine and for calculating the result of a sum, sequence and iteration can be found in any
book on formal languages and automata theory, e.g. [19]. The algorithms for the parallel oper-
ator can be derived from the algorithm for calculating the intersection of languages and is given
below.

An FSM is defined as a tuple ðR;Q;D; q; F Þ, whereby

• R is the set of tokens in the input language of the automaton (in our case this is the set of events
or alphabet of the FSM),

• Q is the set of states of the FSM,
• D is the transition function from Q� S to Q,
• q is the initial state, and
• F is the set of final states.

Given two deterministic and completely specified FSMs M1 ¼ ðR1;Q1;D1; q1; F1Þ and
M2 ¼ ðR2;Q2;D2; q2; F2Þ, such that the language accepted by M1 is e and the language
accepted by M2 is e0. A new FSM M ¼ M1 kM2, the language of which is eke0 is defined as
follows:
M ¼ ðS1 [ S2;Q1 � Q2;D; ðq1; q2Þ; F1 � F2Þ such that
8a 2 S1 \ S2:
if D1ðq1; aÞ ¼ q01 and D2ðq2; aÞ ¼ q02
then Dððq1; q2Þ; aÞ ¼ fðq01; q02Þg

8a 2 S1 n S2:
if D1ðq1; aÞ ¼ q01
then Dððq1; q2Þ; aÞ ¼ fðq01; q2Þg
8a 2 S2 n S1:
ifD2ðq2; aÞ ¼ q02
then Dððq1; q2Þ; aÞ ¼ fðq1; q02Þg
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